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Abstract- This paper begins the study of bicomplex matrices. In this paper, we have defined bicomplex matrices, 
determinant of a bicomplex square matrix and singular and non-singular matrices in C2. We have proved that the set of 
all bicomplex square matrices of order n is an algebra. We have given some definitions and results regarding adjoint 
and inverse of a matrix in C2. We have defined three types of conjugates and three types of tranjugates of a bicomplex 
matrix. With the help of these conjugates and tranjugates, we have also defined symmetric and skew - symmetric 
matrices, Hermitian and Skew - Hermitian matrices in C2. 
Keywords: bicomplex matrices, conjugates matrices, tranjugate matrices, H  ermitian matrices, skew H  ermitian 
matrices. 

I. Introduction 

In 1892, Corrado Segre (1860-1924) published a paper [8] in which he treated an 
infinite set of Algebras whose elements he called bicomplex numbers, tricomplex 
numbers,.…, n-complex numbers. A bicomplex number is an element of the form 
(x1+i1x2) +i2 (x3+i1x4), where x1,.…, x4 are real numbers, i1

2
 =i2

2
 = -1 and i1i2 = i2i1. 

Segre showed that every bicomplex number z1+i2z2 can be represented as the 
complex combination 

(𝑧𝑧1 − 𝑖𝑖1𝑧𝑧2 ) [
1+i1i2

2
]+ (𝑧𝑧1 + 𝑖𝑖1𝑧𝑧2 )[

1−i1 i2
2

] 

 
introduced the notations 1ξ and 2ξ for the idempotent components 

of the bicomplex number ξ = z1+i2z2, so that
 

ξ
 
= 1ξ1+i1i2

2
 +2ξ1−i1i2

2

 

Michiji

 

Futagawa seems to have been the first to consider the theory of functions 
of a bicomplex variable [2,3] 

 

in 1928 and 1932.

 

The hyper complex system of Ringleb [7] 

 

is more general than the Algebras; he 
showed in 1933 that Futagawa system is a special case of

 

his own.

 

In 1953 James D. Riley published a paper [6]
 
entitled “Contributions to theory of 

functions of a bicomplex variable”. 
Throughout, the symbols C2, C1, C0

 
denote the set of all bicomplex, complex and 

real numbers respectively.
 

 

Author

 

α :

 

Department of Mathematics, Institute of basic Science, Khandari, Dr. B.R.

 
Ambedkar University, Agra-282002, India.

e- mails: anjalisharma773@gmail.com,     amitasharma234@gmail.com 

                    

1

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
V
ol
um

e
X
V
III  

 I
ss
ue

  
  
 e

rs
io
n 

I
V

II
Y
ea

r
20

18

7

  
 

( F
)

© 2018   Global Journals

Ref

Srivastava [9] 

8.
S
eg

re
, 
C

.:
L
e 

R
ap

p
re

se
n
ta

zi
o
n
i
R

ea
li

D
el

le
F
or

m
e

C
om

p
le

ss
e 

e 
G

li
en

ti
Ip

er
a
lg

eb
ri

ci
, 

M
at

h
.A

n
n
. 
40

 (
18

92
),
 4

13
-4

67
.

σ



a)  Some special subset of C2
 

We shall use notation C (i1), C (i2) and H for the following sets.  

C(i1) is the set of complex numbers with imaginary unit i1.i. e.
 

C (i1) =
 {a + i1

 b; a, b ∈ C0}  

and C (i2) is the set of complex numbers with imaginary unit i2.i. e.
 

C (i2) =
 {a + i2 b; a, b ∈ C0}  

The bicomplex number ξ  =(x1+i1x2) +i2 (x3+i1x4) for which x2= x3
 = 0 is called a 

hyperbolic number.   

The set of all hyperbolic numbers is denoted by H and defined as  

H = {a + i1i2b; a, b ∈ C0}  

b)  Idempotent elements in C2
 

There are exactly four idempotent elements in C2. Out of these, 0 and 1 are the 
trivial idempotent elements and two nontrivial idempotent elements denoted by e1 and 
e2

 which are defined as  

e1
 = 

1+i1i2
2

 and e2
 = 

1−i1i2
2

 

Obviously (e1)
 

n
 

= e1, (e2)
 

n
 

= e2

 

e1

 
+ e2

 
= 1, e1.e2

 
= 0

 

C1

 
is a field but C2

 
is not a field, since C2

 
has divisor of zero for example e1

 
e2

 
= 

0 neither e1

 
is zero nor e2

 
is zero. 

 

Every bicomplex number ξ
 

has unique idempotent representation as complex 
combination of e1

 
and e2

 
as follows

 

ξ
 

= 𝑧𝑧1

 

+ 𝑖𝑖2𝑧𝑧1

 

= (𝑧𝑧1

 

− 𝑖𝑖1𝑧𝑧2

 
)𝑒𝑒1

 

+
 

(𝑧𝑧1

 

+ 𝑖𝑖1𝑧𝑧2

 
)𝑒𝑒2

 

The complex numbers (𝑧𝑧1

 

− 𝑖𝑖1𝑧𝑧2

 
)

 
and

 
(𝑧𝑧1

 

+ 𝑖𝑖1𝑧𝑧2

 
)are called idempotent 

component of ξ
 

and are denoted by 1ξ
 

and 2ξ
 

respectively (cf. Srivastava [9]).

 

Thus ξ
 

= 1ξ
 

e1 + 2ξ
 

e2

 

There are infinite numbers of element in C2 which do not possess multiplicative 

inverse. A bicomplex number ξ
 

= 𝑧𝑧1

 

+ 𝑖𝑖2𝑧𝑧1

 

is singular if and only if |𝑧𝑧1

   2 + 𝑧𝑧2
2| = 0

 

The set of all singular elements in C2

 

is denoted by O2.

 

Evidently a nonzero bicomplex number ξ
 

is singular if and only if either 1ξ
 

= 0 

or 2ξ
 

= 0 that is if and only if it is a complex multiple of either e1

 

or e2.

 

c)

 
Algebraic properties of idempotent components

 

The idempotent representation is perfectly compatible with the algebraic 
structure of C2

 

in the following way 

 

For all ξ, η
 

in C2

 

±ηξ ±+ )eξeξ( 2
2

1
1 ( 2

2
1

1 eηeη + )

 

= 2
22

1
11 η)ξ(eη)ξ( e±+± ,
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η2ξ2η)(ξ2andη1ξ1η)(ξ1 ±=±±=±thatso  

ααξ= )( 2
2

1
1 ee ξξ + 

α ( ξ1 ) e1 + α ( ξ2 ) e2, 1Cα∈∀

1
2211 Cαforξαξ)(αandξαξ)(α ∈==thatso

 

=ηξ )eξeξ( 2
2

1
1 + .( )eηeη 2

2
1

1 +

ηξη)(ξandηξη)(ξthatso

,e)ηξ(eη)ξ(

222111

2
22

1
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==
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d)

 

Norm in C2[5]

 

The norm of a bicomplex number 

 

ξ

 

= z1+i2z2 = x1+i1x2+i2x3+i1i2x4 = 1ξ

 

e1 + 2ξ

 

e2

 

is defined as

 

‖ξ‖

 

= (x1
2 + x2

2+x3
2 + x4

2)1/2

 

= (|z1|2+|z2|2)1/2

 

=
2

2221 ξξ +

 

C2

 

becomes a modified Banach algebra, in the sense that
2, C∈ηξ , we have,

 

In general ηξηξ 2. ≤

 

e)

 

Conjugates of a bicomplex number

 

Analogous to the concept of conjugate of a complex number, conjugates of a 
bicomplex number are also defined. As a bicomplex number is four dimensional, 
different types of conjugate arise.

 

In bicomplex space C2, every number ξ

 

possesses three types of conjugates. The i1

 

conjugate, i2

 

conjugate and i2i2

 

conjugate of ξ

 

= z1+i2z2 = x1+i1x2+i2x3+i1i2x4 = 1ξ

 

e1 + 2ξ

 

e2 are denoted by ~, ξξ and #ξ respectively, therefore 
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Certain Results on Bicomplex Matrices

II. Certain Results From Bicomplex Matrices

a) Some Definitions

2.1.1 Bicomplex matrices
A matrix A = [ξmn]m×nwhose entries belong in C2, is said to be a bicomplex matrix 

i.e. we define

A = 

1 1 1 2 1 n

21 22 2n

1 m2 mnm

ξ ξ ξ
ξ ξ ξ

ξ ξ ξ

− − 
 − − 
 − − − − −
 − − 

∀ pqξ ∈ C2

Where 1 ≤ p ≤ m and 1 ≤ q ≤ n

Since every bicomplex number ξ has unique idempotent representation as 
complex combination of e1 and e2 as follows

ξ = z1+i2z2 = (z1-i1z2)e1 + (z1+i1z2)e2

Therefore every bicomplex matrices  A = [ξmn]m×n can  be  expressed  uniquely  as
1Ae1+ 2Ae2 such that 1A = [z m n]m × n and 2A = [wm n]m ×n are complex matrices.

2.1.2 Bicomplex square matrices

A bicomplex matrix in which the number of rows is equal to the number of 
columns is called a bicomplex square matrix. i.e.

A = 





















nnnn

n
n

ξξξ

ξξξ
ξξξ

....21

....................
2.....2221
1.....1211

; pqξ ∈ C2; p, q =1,2,…,n

2.1.3 Bicomplex diagonal matrices

A bicomplex square matrix A is called a diagonal matrix if all its non-diagonal 
elements are zero i.e.  

A =



















nnξ

ξ
ξ

.....00
....................
0.....220
0.....011

,  pqξ ∈ C2
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2.1.4 Determinant of a bicomplex matrix

 

Let A = nnji ×][ξ be a bicomplex square matrix of order n, where n is some positive 

integer. The determinant of A, is defined as

 

AAdet = ][ jiξ , jiξ ∈C2

 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = |𝐴𝐴| = � 𝑆𝑆𝑆𝑆𝑆𝑆. (𝜎𝜎)�𝜉𝜉𝑖𝑖

 

𝜎𝜎(𝑖𝑖)

𝑛𝑛

𝑖𝑖=1𝜎𝜎∈𝑆𝑆𝑛𝑛
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=

Where Sn is the group of all permutation on ‘n’ symbols.

2.1.5 Transpose of a bicomplex matrix

If A = [ξm n] m × n is any bicomplex matrix then A matrix of order 𝑛𝑛 × 𝑚𝑚
obtained from ‘A’ by changing its rows into columns and its columns into rows is called 

transpose of ‘A’ and is denoted by AT.

2.1.6 Cofactor and adjoint matrix of a matrix in C2

Let A = nnji ×][ξ be a bicomplex square matrix of order n then cofactor of the 

entry ξ ij is defined as (-1)i+j × the determinant obtained by leaving the row and the 

column(In the matrix A) passing through the entry ξi j =𝜂𝜂𝑖𝑖𝑖𝑖 (say).

Then the matrix nnji ×][η is defined as the cofactor matrix of A and the transpose 

of cofactor matrix of A is known as adjoint matrix of A. i.e. AdjA= nn
T

ji ×][η

2.1.7 Bicomplex singular and non-singular matrix

and If           then it is called singular matrix.2OA ∈

b) Algebraic structure of bicomplex Matrices

Let  be the set of all bicomplex square matrices of order n. Define binary 

compositions over S called addition “+” , scalar multiplication “.” and multiplication “×”
as follows:

A bicomplex Square matrix is said to be non-singular if

2

2OA ∉ (set of all singular

element in C ).

LetA =  





















nnnn

n
n

ξξξ

ξξξ
ξξξ

.....21

....................
2.....2221
1.....1211

and

B =  





















nnnn

n
n

ηηη

ηηη
ηηη

.....21

....................
2.....2221
1.....1211

be the arbitrary member of S and 𝛼𝛼 ∈ 𝐹𝐹, where F is either field of real numbers or 
complex numbers.

Notes
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A + B = 





















+++

+++
+++

nnnnnnnn

nn
nn

ηξηξηξ

ηξηξηξ
ηξηξηξ

.....2211

....................
22.....22222121
11.....12121111
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𝛼𝛼.𝑑𝑑 = .

.....21

....................
2.....2221
1.....1211





















nnnn

n
n

αξαξαξ

αξαξαξ
αξαξαξ





















++−−−++
−−−−−−−−−

++−−−++

++−−−++

=×

nnnnnnnnnn

nnnnnn
nnnnnn

BAand

ηξηξηξηξ

ηξηξηξηξ
ηξηξηξηξ

....111.....111

2....12112.....1121
1......11111.....1111

2.2.1 Theorem: The set of all bicomplex square matries i.e “S” forms an algebra. 

Proof: 
a. Additive abelian group structure

• Associativity:

Let A = nnji ×][ξ , B = nnji ×][η and C =  nnji ×][ς be the member of S and 𝛼𝛼,𝛽𝛽 ∈ 𝐹𝐹 then





















++++

++++
++++

=++

)(.........)11(1

.........................
)22(2.........)2121(21

)11(1.........)1111(11

)(

nnnnnnnnn

nnn
nnn

CBA

ςηξςηξ

ςηξςηξ
ςηξςηξ





















++++

++++
++++

=++

nnnnnnnnn

nnn
nnn

CBA

ςηξςηξ

ςηξςηξ
ςηξςηξ

)(........1)11(
..........................

2)22(........21)2121(
1)1(1(........11)1111(

)(

Since C2 is an algebra

Therefore A + (B +C) = (A + B)+ C

Identity: ∀ A ∈ S ∃null matrix “0”∈ S then A + 0 =A i.e

+





















nnnn

n

n

ξξξ

ξξξ
ξξξ

.....21

....................
2.....2221

1.....1211

=



















0.....00
....................
0.....00
0.....00





















nnnn

n

n

ξξξ

ξξξ
ξξξ

.....21

....................
2.....2221

1.....1211

So 0 is the additive identity.

• Inverse:

∀A∈ S ∃ - A ∈ S such that−A +A = 0 i.e.

+





















−−−

−−−
−−−

nnnn

n
n

ξξξ

ξξξ
ξξξ

.....21

...................
2.....2221
1.....1211

=





















.

.....21

....................
2.....2221

1.....1211

nnnn

n

n

ξξξ

ξξξ
ξξξ



















0.....00
....................
0.....00
0.....00
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Therefore “–A”

 

is the additive inverse of A.    
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Since

A + B = 





















+++

+++

+++

nnnnnnnn

nn
nn

ηξηξηξ

ηξηξηξ
ηξηξηξ

.....2211

....................
22.....22222121
11.....12121111

And

B + A = 





















+++

+++
+++

nnnnnnnn

nn
nn

ξηξηξη

ξηξηξη
ξηξηξη

.....2211

....................
22.....22222121
11.....12121111

Therefore A + B = B+A as C2 is an algebra.

So S is abelian group under addition

b. Ring structure

•
Since





















++−−−++
−−−−−−−−−

++−−−++

++−−−++

=×

nnnnnnnnnn

nnnnnn
nnnnnn

BA

ηξηξηξηξ

ηξηξηξηξ
ηξηξηξηξ

....111.....111

2....12122.....1121
1......11111.....1111

Therefore it is evident that A×B ∈ S 

Therefore S is closed under multiplication

• Commutative:

Closure:

•
∀ A, B, C ∈S 

Let A = nnji ×][ξ , B = nnji ×][η and C = nnji ×][ς

The ithjth entry of (A×B)×C = [ithrow of (A×B)]×[jth column of C]

=[ith row of A]×B×[jthcolumn of C]

Now the ithjth entry of A×(B×C) = [ith row of A]×[jth column of (B×C)]

=[ith row of A] × B ×  [jthcolumn of C]

Therefore the ithjth entry of (A×B)×C =ithjth entry of A×(B×C)

Hence (A×B)×C = A×(B×C)

We can easily show that 

(A + B)×C = A×C+B×C and A×(B+C)=A×B+A×C

Associativity:

Distribution law:
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c.  Linear space structure  
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Therefore α.(A +B) = α.A + α.B

 

 

    

(2) 

 
)..().( AA βααβ =  

 
    

                           

(3)

 

Therefore (α+β).A = α.A+β.A

 

(4) It is evident that 1.A = A for all A in S and 1∈F

 

d.

 

Consistency between multiplication and scalar multiplication

 

α.(A×B)=(α.A)×B=A×(α.B)
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Therefore 
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                                            α.(A + B) = α.
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Since C2

 

is an algebra

 

Therefore α.(A×B)=(α.A)×B=A×(α.B)      

 

Hence it proves that S is an algebra.

 

2.2.2 Theorem:

 

Let A = [ξ i j] n х

 

n be a bicomplex square matrix then det 1A
 e1 + (det2A) e2.

 

Proof: 

 

Let

 

A = 





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



nnnn

n
n

ξξξ

ξξξ
ξξξ

.....21

....................
2....2221
1.....1211

 

From 2.1.4,

 

A = .
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....................
2.....2221
1.....1211
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 ∴ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = |𝐴𝐴| = � 𝑆𝑆𝑆𝑆𝑆𝑆. (𝜎𝜎)�𝜉𝜉𝑖𝑖

 

𝜎𝜎(𝑖𝑖)

𝑛𝑛

𝑖𝑖=1𝜎𝜎∈𝑆𝑆𝑛𝑛

 = �� 𝑆𝑆𝑆𝑆𝑆𝑆. (𝜎𝜎)� ξ1
𝑖𝑖

 

𝜎𝜎(𝑖𝑖)

𝑛𝑛

𝑖𝑖=1𝜎𝜎∈𝑆𝑆𝑛𝑛

� 𝑒𝑒1 + �� 𝑆𝑆𝑆𝑆𝑆𝑆. (𝜎𝜎)� ξ2
𝑖𝑖

 

𝜎𝜎(𝑖𝑖)

𝑛𝑛

𝑖𝑖=1𝜎𝜎∈𝑆𝑆𝑛𝑛

� 𝑒𝑒2

 As ξ.η

 

= (1ξ1η) e1 + (2ξ2η) e2

 

and ξ+η

 

= (1ξ+1η) e1 + (2ξ+ 2η) e2
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Since                       det                                  1A =�� jiξ
1 �

𝑛𝑛×𝑛𝑛
�
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 A = (det ) 



                          = �� 𝑆𝑆𝑆𝑆𝑆𝑆. (𝜎𝜎)� ξ1
𝑖𝑖

 

𝜎𝜎(𝑖𝑖)

𝑛𝑛

𝑖𝑖=1𝜎𝜎∈𝑆𝑆𝑛𝑛

�

 

 
And                                det                                  2A =�� jiξ

2 �
𝑛𝑛×𝑛𝑛

�

 
                      = �� 𝑆𝑆𝑆𝑆𝑆𝑆. (𝜎𝜎)� ξ2

𝑖𝑖

 

𝜎𝜎(𝑖𝑖)

𝑛𝑛

𝑖𝑖=1𝜎𝜎∈𝑆𝑆𝑛𝑛

�

 

 
Therefore det A = (det1A) e1 + (det2A) e2

 2.2.3 Theorem:

 

If the determinant of A is non-singular then 01 ≠A and 02 ≠A .

 
Proof: 

 
Suppose

  

A = 
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From 2.2.2, 

 det A = (det1A) e1 + (det2A) e2

 since det A is non-singular 

therefore det A = [(det1A) e1 + (det2A) e2]∉O2

 (Since (1ξe1

 

+ 2ξe2) ∉ O2

 

then 
1ξe1

 

and 2ξe2

 

both are non-zero)

 Hence 01 ≠A and 02 ≠A

 
2.2.4 Theorem:

 

Let A be a bicomplex matrix then AT

 

= 1AT

 e1

 

+ 2AT

 e2.

 Proof: 
 Let A = [ξi j] mх

 

n be a bicomplex matrix then
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Therefore AT

 

= 1AT

 

e1

 

+ 2AT

 

e2

 

2.2.5 Theorem:

 

Let  A be a bicomplex  square

 

matrix  then cofactor matrix of A = 
matrix of 1A) e1+(cofactor matrix of 2A) e2

 

.

 

Proof:
 

 

Let A = [ξi j] n х

 

n

 

be a bicomplex square matrix then 

 

1A = [1ξi j] n х

 

n

 

and 2A = [2ξi j] n х

 

n

 

Now the

 

ith

 

jth

 

entry of cofactor matrix of A 

 

                      =cofactor of the entry ξi j

 

=(-1)i+j

 

×

 

the determinant obtained by leaving the row and the column(in the matrix 

A) passing through the entry ξi j

 

= (-1)i+j

 

×

 

[ the determinant obtained by leaving the row and the column(in the matrix 
1A) passing through the entry 1ξ i j e 1

 

+ the determinant obtained by leaving the row 

and the column(in the matrix 2A) passing through the entry 2ξi j e2]

 

= (cofactor of the entry

 

1ξi j

 

in the matrix 1A) e1

 

+(cofactor of the entry 2ξi j

 

in the 
matrix 2A) e2

 

Therefore the

 

ith

 

jth

 

entry of cofactor matrix of A = (The

 

ith

 

jth

 

entry of cofactor 
matrix of 1A) e1 + (The

 

ith

 

jth

 

entry of cofactor matrix of 2A) e2

 

Hence it proves that cofactor matrix of A = (cofactor matrix of 1A) e1+(cofactor 
matrix of 2A) e2

 

Theorem 2.2.4 and 2.2.5 submerge together to give a new corollary which is started 
below.

 

2.2.6 Corollary:

 

If  A= [ξi j] m х

 

n is  a  bicomplex  square  matrix  then  adj A=[adj1A]e1

 

+[adj 2A]

 

e2.

 

c)

 

Inversion of bicomplex matrix by two techniques

 
 

2.3.1 Inverse of a bicomplex square matrix with the help of adjoint matrix

 

Let A = �𝜉𝜉𝑖𝑖𝑖𝑖 �n×n be a square and non-singular matrix whose elements are in C2

 

and

 

From 2.1.1, 2.2.2 and 2.2.6

 

We have A = 1A e1 + 2A e2, 2
2

1
1 eAeAA +=

 

And adj A = [adj1A] e1

 

+ [adj2 A ] e2

 

Now 
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A×(Adj.A) = [1A e1 + 2A e2]×[Adj.(1A)e1 + Adj.(2A)e2]

= (1A.Adj.1A) e1+ (2A.Adj.2A) e2 (since e1.e2= 0) 

= ( A1 .I) e1 + ( A2 .I) e2, 

Since 1A, 2A and I are complex matrices.

Notes

                    

1

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
V
ol
um

e
X
V
III  

 I
ss
ue

  
  
 e

rs
io
n 

I
V

II
Y
ea

r
20

18

17

  
 

( F
)

© 2018   Global Journals

}

} }

}

 (cofactor 



  

  

  

 

Therefore A×(Adj.A)=( A1

 

e1 + A2 e2).I , where the matrix I is a bicomplex 

matrix.(since there is no difference between the identity matrix in C1

 

and the identity 
matrix in C2

 

of same order.)

 

Therefore A×(Adj.A)=|𝐴𝐴|.I

 

|𝐴𝐴| ∉

 

O2

 

I
A

AdjA
A =×∴

 

A
AdjA

A 1 =⇒ −

 

( )0Aand0A 21 ≠≠

 

Now construct 

 

+11

11

e
A

A)A.(Adj
22

22

e
A

A)A.(Adj

 

= (1A 1A-1) e1

 

+ (2A 2A-1) e2

 

= I e1 + I e2

 

= I

 

A
AdjA

A×=

 

Hence 
A

AdjA
A 1 =− and 

 

A
AdjA

A× = +11

11

e
A

A)A.(Adj
22

22

e
A

A)A.(Adj

 

 

2.3.2 Inverse of bicomplex square matrix with the help of idempotent technique

 

If M =  �𝜉𝜉𝑖𝑖𝑖𝑖 �n×n is a square and nonsingular bicomplex matrix of order n 

 

Therefore M = 1M e1

 

+ 2M e2

 

Since  2OM ∉

 

therefore 01 ≠M

 

and 02 ≠M

 

i.e. 1M and  
2

 

M are invertible. Let the inverse of both 1M and 2M be �𝑧𝑧𝑖𝑖𝑖𝑖 �n×n and �𝑤𝑤𝑖𝑖𝑖𝑖 �n×n

 

respectively. Now construct a new matrix with the help of �𝑧𝑧𝑖𝑖𝑖𝑖 �n×n and �𝑤𝑤𝑖𝑖𝑖𝑖 �n×n as

 

�𝑧𝑧𝑖𝑖𝑖𝑖 �n×n e1

 

+ �𝑤𝑤𝑖𝑖𝑖𝑖 �n×n

 

e2

 

=�𝜂𝜂𝑖𝑖𝑖𝑖 �n×n  (say)

 

Now we claim that �𝜂𝜂𝑖𝑖𝑖𝑖 �n×n

 

is the inverse of M. 

 

Note that
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�𝜉𝜉𝑖𝑖𝑖𝑖 �n×n×�𝜂𝜂𝑖𝑖𝑖𝑖 �n×n=�� 1𝜉𝜉𝑖𝑖𝑖𝑖 �
𝑛𝑛×𝑛𝑛

𝑒𝑒1 + � 2 𝜉𝜉𝑖𝑖𝑖𝑖 �
𝑛𝑛×𝑛𝑛

𝑒𝑒2�× �� 1𝜂𝜂𝑖𝑖𝑖𝑖 �
𝑛𝑛×𝑛𝑛

𝑒𝑒1 + � 2 𝜂𝜂𝑖𝑖𝑖𝑖 �
𝑛𝑛×𝑛𝑛

𝑒𝑒2�

=�� 1𝜉𝜉𝑖𝑖𝑖𝑖 �
𝑛𝑛×𝑛𝑛

� 1𝜂𝜂𝑖𝑖𝑖𝑖 �
𝑛𝑛×𝑛𝑛

� 𝑒𝑒1 + �� 2 𝜉𝜉𝑖𝑖𝑖𝑖 �
𝑛𝑛×𝑛𝑛

� 2 𝜂𝜂𝑖𝑖𝑖𝑖 �
𝑛𝑛×𝑛𝑛

� 𝑒𝑒2
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Since � 1𝜂𝜂𝑖𝑖𝑖𝑖 �
𝑛𝑛×𝑛𝑛

= �𝑧𝑧𝑖𝑖𝑖𝑖 �n×n

 

and � 2 𝜂𝜂𝑖𝑖𝑖𝑖 �
𝑛𝑛×𝑛𝑛

= �𝑤𝑤𝑖𝑖𝑖𝑖 �n×n

 
∴�𝜉𝜉𝑖𝑖𝑖𝑖 �n×n×�𝜂𝜂𝑖𝑖𝑖𝑖 �n×n

 

= I e1

 

+ I e2

 

= I

 
Hence �𝜂𝜂𝑖𝑖𝑖𝑖 �n×n

 

is the inverse of M.

 
iii.

 

Some

 

Special

 

Bicomplex

 

Matrices

 
a)

 

Conjugates of a bicomplex matrix

 
As there are three types of conjugates of a bicomplex number, we have defined 

three types of conjugates of a bicomplex matrix.

 
3.1.1 Definition:

  
Let A = �𝜉𝜉𝑖𝑖𝑖𝑖 �m×n

 

be the bicomplex matrix then the i1

 

conjugate of matrix A 

written as

 

Ā

 

is the matrix obtained from A by taken i1

 

conjugate of each entry of A.  
i.e.

 





















=

mnmm

n
n

A

ξξξ

ξξξ
ξξξ

.....21

....................
2.....2221
1.....1211

 

The idempotent representation of Ā

 

can be obtained as follows

 

+





















= 1

2.....2212
....................

22.....222212
12.....122112

e

mnmm

n
n

A

ξξξ

ξξξ
ξξξ

2

1.....2111
....................

21.....221211
11.....121111

e

mnmm

n
n





















ξξξ

ξξξ
ξξξ

 

It is evident that

 (a) AA =])[(

 (b) 2CkwhereAkAk ∈=

 
Similarly the definition of i2

 

and i1i2

 

conjugate of a bicomplex matrix is following.

 

  
Let

 

A = �𝜉𝜉𝑖𝑖𝑖𝑖 �m×n

 

be the bicomplex matrix then the i2 conjugate of matrix A 

written as ~A is the matrix obtained from A by taken i2

 

conjugate of each entry of A.  
i.e.
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



















=

~~
2

~
1

~
2

~
22

~
21

~
1

~
12

~
11

~

.....
....................

.....

.....

mnmm

n

n

A

ξξξ

ξξξ
ξξξ
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Conjugate of a bicomlex matrixi1

3.1.2 Definition: Conjugate of a bicomlex matrixi2



 

The idempotent representation of ~A can be obtained as follows:

 

2
1.....2

1
1

1
....................
2

1.....22
1

21
1

1
1.....12

1
11

1

1
2.....2

2
1

2
....................

2
2.....22

2
21

2
1

2.....12
2

11
2

~

e

mnmm

n

n

e

mnmm

n

n

A





















+





















=

ξξξ

ξξξ

ξξξ

ξξξ

ξξξ

ξξξ

 

It is evident that

 

(a) AA =~)~(

 

(b) 2
~~~)( CkwhereAkAk ∈=

 

3.1.3 Definition:  i1i2Conjugate of a bicomplex

 

matrix

 

Let A = �𝜉𝜉𝑖𝑖𝑖𝑖 �m×n

 

be the bicomplex matrix then the i1i2

 

conjugate of matrix A 

written as A#

 

is the matrix obtained from A by taken i1i2 conjugate of each entry of A.

 

i.e.

 




















=

##
2

#
1

#
2

#
22

#
21

#
1

#
12

#
11

#

.....
....................

.....

.....

mnmm

n

n

A

ξξξ

ξξξ
ξξξ

 

The idempotent representation of A#
 can be obtained as follows:  

1

1.....2111
....................

21.....221211
11.....121111

# e

mnmm

n
n

A



















=

ξξξ

ξξξ

ξξξ

2

2.....2212
....................

22.....222212
12.....122112

e

mnmm

n
n



















+

ξξξ

ξξξ

ξξξ

 

It is evident that

 

(a) AA =#)( #

 

(b) ,)( ### AkAk = 2Ck ∈
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b) Tranjugate of a bicomplex matrix

The transpose of conjugate of a bicomplex matrix is defined as the tranjugate of 
the matrix. There are three types of tranjugates of a bicomplex matrix.

3.2.1 Definition:  i1 tranjugate of a bicomplex matrix

The transpose of the i1 conjugate of a bicomplex matrix is defined as the 
i1tranjugate of the matrix.

i.e. If A = �𝜉𝜉𝑖𝑖𝑖𝑖 �m×n then
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



















==

mnnn

m
m

TAAoftranjugatei

ξξξ

ξξξ
ξξξ

.....21

....................
2.....2212
1.....2111

][1

 

Similarly

 

3.2.2 Definition: i2 tranjugate

 

of a bicomplex

 

matrix

 

The transpose of the i2

 

conjugate of a bicomplex matrix is defined as the 
i2 tranjugate of the matrix.

 

i.e. If A = �𝜉𝜉𝑖𝑖𝑖𝑖 �m×n

 

then

 





















==

~~
2

~
1

~
2

~
22

~
12

~
1

~
21

~
11

~
2

.....
....................

.....

.....

][

mnnn

m

m

TAAoftranjugatei

ξξξ

ξξξ
ξξξ

 

3.2.3  Definition: i1i2 tranjugate of a bicomplex

 

matrix

 

The transpose of the i1i2

 

conjugate of a bicomplex matrix is defined as the i1i2 
tranjugate of the matrix.

 

i.e. If A = �𝜉𝜉𝑖𝑖𝑖𝑖 �m×n

 

then

 





















==

##
2

#
1

#
2

#
22

#
12

#
1

#
21

#
11

#
21

.....
....................

.....

.....

][

mnnn

m

m

TAAoftranjugateii

ξξξ

ξξξ
ξξξ

 

 

Symmetric and skew –

 

symmetric matrix in C2

 

3.3.1 Definition:

 

Symmetric matrix

 

A bicomplex

 

square matrix A = �𝜉𝜉𝑖𝑖𝑖𝑖 �n×n

 

is said to be symmetric if A = [A]T . Thus 

for a symmetric matrix A, we have 

 

𝜉𝜉𝑖𝑖𝑖𝑖= 𝜉𝜉𝑗𝑗𝑗𝑗

 

for all i and j

 

3.3.2 Definition:

 

Skew-symmetric matrix

 

A bicomplex

 

square matrix A = �𝜉𝜉𝑖𝑖𝑖𝑖 �n×n

 

is said to be skew-symmetric if A =-[A]T. 

Thus for a skew-symmetric matrix A, we have 

 

𝜉𝜉𝑖𝑖𝑖𝑖= -𝜉𝜉𝑗𝑗𝑗𝑗

 

for all i and j

 

 

Certain Results on Bicomplex Matrices

c)

3.3.3 Theorem: The elements of principal diagonal of skew-symmetric matrix are zero. 

Proof:  

We know that a matrix A = �𝜉𝜉𝑖𝑖𝑖𝑖 �n×n is skew - symmetric if and only if 𝜉𝜉𝑖𝑖𝑖𝑖= -𝜉𝜉𝑖𝑖𝑖𝑖
for all i and j. For diagonal element we have 𝜉𝜉𝑖𝑖𝑖𝑖= -𝜉𝜉𝑖𝑖𝑖𝑖 therefore

If 𝜉𝜉𝑖𝑖𝑖𝑖 = zii + i2wii then (zii + i2wii) = -(zii + i2wii) 

Therefore zii = 0, wii = 0

i.e. 𝜉𝜉𝑖𝑖𝑖𝑖= 0 for all i
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d)

 

Hermitian matrix in C2

 

Corresponding to the three types of conjugates in C2,there are three types of 
Hermitian matrix in C2. 

 

3.4.1 Definition: i1 Hermitian matrix

 

A bicomplex square matrix A is said to be i1Hermitian matrix if 𝐴𝐴 = [𝐴̅𝐴]𝑇𝑇

 

3.4.2 Theorem:

 

The elements  of  principal  diagonal  of  an  i1 Hermitian  matrix are
members of C(i2).

 

Proof:  

Recall that A = �𝜉𝜉𝑖𝑖𝑖𝑖 �n×n

 

is i1Hermitian matrix if and only if ijji ξξ = ∀i and j.

 

For diagonal element

 

we have

 

𝜉𝜉𝑘𝑘𝑘𝑘= 𝜉𝜉𝑘̅𝑘𝑘𝑘

 

If 𝜉𝜉𝑘𝑘𝑘𝑘

 

= zkk

 

+ i2wkk then

 

kkkkkkkk wizwiz 22 +=+

 

⇒ 0Cz kk ∈ and 0Cw kk ∈

 

⇒ )( 2iCkk ∈ξ

 

3.4.3 Definition:  i2  Hermitian matrix

 

A bicomplex square matrix A is said to be i2 Hermitian matrix if 𝐴𝐴 = [𝐴𝐴~]𝑇𝑇

 

3.4.4 Theorem:

 

The  elements  of  principal  diagonal  of  an i 2 Hermitian  matrix  are 
(i1).

 

Proof:  

A = �𝜉𝜉𝑖𝑖𝑖𝑖 �n×n

 

is i2Hermitian matrix if and only if ~
jiji ξξ = ∀i and j.

 

For diagonal element we have

 

𝜉𝜉𝑘𝑘𝑘𝑘=  𝜉𝜉𝑘𝑘𝑘𝑘
~

 

If 𝜉𝜉𝑘𝑘𝑘𝑘

 

= zkk

 

+ i2wkk

 

⇒ kkkkkkkk wizwiz 22 −=+

 

⇒

 

𝜉𝜉k k∈

 

C(i1)
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3.4.5 Definition:  i1i2 Hermitian matrix

A bicomplex square matrix A is said to be  i1i2 Hermitian matrix if 𝑑𝑑 = [𝑑𝑑#]𝑇𝑇

3.4.6 Theorem: The  elements  of  principal  diagonal  of  an  i1i2 Hermitian  matrix 
of  H.

Proof:  

A = �𝜉𝜉𝑖𝑖𝑖𝑖 �n×n is i1i2 Hermitian matrix if and only if #
jiji ξξ = ∀i and j.

For diagonal element we have
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Notes

members of C 

are  members  



 

 

 
 

  

 

𝜉𝜉𝑘𝑘𝑘𝑘=  𝜉𝜉𝑘𝑘𝑘𝑘
#

 

If 𝜉𝜉𝑘𝑘𝑘𝑘

 

= zkk

 

+ i2wkk

 

⇒ kkkkkkkk wizwiz 22 −=+

 

⇒

 

𝑧𝑧k k∈  
C0

 

and 𝑤𝑤k k is in the form of i1y where y in C0

 

⇒

 

𝜉𝜉k k∈H

 

e)

 

Skew-Hermitian matrix in C2

 

Analogous to the theory of Hermitian matrices, we have defined three types of 
skew-Hermitian matrices in C2. 

3.5.1 Definition:
 

i1 skew-Hermitian matrix

 

A bicomplex square matrix A is said to be i1 skew-Hermitian matrix if 𝐴𝐴 = −[𝐴̅𝐴]𝑇𝑇

 

3.5.2 Theorem:

 

The elements of principal  diagonal of an i1 skew-Hermitian  matrix 

type of (i1×s),

 

where s ∈

 

C (i2).

 

Proof:  

Let A = �𝜉𝜉𝑖𝑖𝑖𝑖 �n×n

 

be an i1 skew-Hermitian matrix then ijji ξξ −= ;for all i and j.

 

For diagonal element

 

we have

 

𝜉𝜉𝑘𝑘𝑘𝑘=  −

 

𝜉𝜉�𝑘𝑘𝑘𝑘

 

If 𝜉𝜉𝑘𝑘𝑘𝑘

 

= zkk

 

+ i2wkk then 

 

)( 22 kkkkkkkk wizwiz +−=+

 

Therefore kkkkkkkk wwandzz −=−=

 

Hence 𝜉𝜉𝑘𝑘𝑘𝑘

 

=i1 Im (zkk) + i 2 i1 Im (wkk) =i1.s where s ∈

 

C (i2) 

3.5.3 Definition:
 

i2 skew-Hermitian matrix

 

A bicomplex square matrix A is said to be i2 skew-Hermitian matrix if 𝐴𝐴 = −[𝐴𝐴~]𝑇𝑇

 

3.5.4 Theorem:

 

The  elements of  principal diagonal of an i2 skew-Hermitian matrix 

type of (i2×s),

 

where s ∈

 

C (i1).

 

Proof:  

A = �𝜉𝜉𝑖𝑖𝑖𝑖 �n×n

 

is an i2 skew-Hermitian matrix if and only if ~
jiji ξξ −= ; for all i and j.

 

For diagonal element

 

we have

 

Certain Results on Bicomplex Matrices

𝜉𝜉𝑘𝑘𝑘𝑘=  −𝜉𝜉𝑘𝑘𝑘𝑘
~

If 𝜉𝜉𝑘𝑘𝑘𝑘 = zkk + i2wkk then 

)( 22 kkkkkkkk wizwiz −−=+

Therefore kkkk zz −= i.e. zkk = 0

Hence 𝜉𝜉𝑘𝑘𝑘𝑘 = i2(wkk)=i2.s where s =wkk∈ C (i1) 
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 are of the 

} } } }

 are of the 



 

    

 

  

  

3.5.5 Definition:  i1i2 skew-Hermitian matrix

 

A bicomplex square matrix A is said to be i1i2 skew-Hermitian matrix if 𝐴𝐴 = −[𝐴𝐴#]𝑇𝑇

 

3.5.6 Theorem:

 

The elements of principal diagonal of an i1i2

 

skew-Hermitian matrix 

type of (i1×s),

 

where s ∈H.

 

Proof:  

A = �𝜉𝜉𝑖𝑖𝑖𝑖 �n×n

 

is an i1i2skew-Hermitian matrix if and only if #
jiji ξξ −= ; for all i and j.

 

For diagonal element

 

we have

 

𝜉𝜉𝑘𝑘𝑘𝑘=  −𝜉𝜉𝑘𝑘𝑘𝑘
#

 

If 𝜉𝜉𝑘𝑘𝑘𝑘

 

= zkk

 

+ i2wkkthen 

 

)( 22 kkkkkkkk wizwiz −−=+

 

Therefore kkkk zz −= and kkkk ww =

 

Hence 𝜉𝜉𝑘𝑘𝑘𝑘

 

=i1 Im (zkk)  + i2 Re(wkk)

 

i.e. 𝜉𝜉𝑘𝑘𝑘𝑘

 

=i1 Im(zkk)  + i1i1
-1i2 Re(wkk)

 

            = i1[Im(zkk) – i1i2Re(wkk)]

 

            = i1.s; where s∈H 

3.5.7 Theorem:

 

A is i1 Hermitian matrix if and only if  i1 A  is  i1

 

skew - Hermitian 

 

Proof:
  

Let A be an i1 Hermitian matrix therefore

 

𝐴𝐴 = [𝐴̅𝐴]𝑇𝑇

 

Now

 

[𝑖𝑖1𝐴𝐴����]𝑇𝑇 = [𝑖𝑖1�𝐴̅𝐴]𝑇𝑇                           …[by 3.1.1]

 

                   = -i1[𝐴̅𝐴]𝑇𝑇

 

                   
= -i1A

 

i.e. i1A = -[𝑖𝑖1𝐴𝐴����]𝑇𝑇

 

⇒ i1
 A is i1

 

skew - Hermitian  matrix.

 

Converse:

 

Let i1
 A be an i1

 

skew - Hermitian  matrix
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}} } }

} } } }

i.e.                                                i1A = -[𝑖𝑖1𝑑𝑑����]𝑇𝑇

           = -[𝑖𝑖1�𝑑̅𝑑]𝑇𝑇

           = i1[𝑑̅𝑑]𝑇𝑇

i.e. 𝑑𝑑 = [𝑑̅𝑑]𝑇𝑇

Hence A is i1 Hermitian matrix.
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 are of the 

 matrix.



 

 

 

 

 

3.5.8 Theorem:

 

A is i2 Hermitian matrix if and only if i2 A is i2

 

skew - Hermitian matrix.

 

Proof:  

Let A be an i2 Hermitian matrix therefore

 

𝐴𝐴 = [𝐴𝐴~]𝑇𝑇

 

Now

 

[(𝑖𝑖2𝐴𝐴)~]𝑇𝑇 = 𝑖𝑖2~[𝐴𝐴~]𝑇𝑇                              …[by 3.1.2]

 

                   =-i2 A 

i.e.                                       i2A = -[(i2A)~]T

 

⇒ i2 A is i2

 

skew - Hermitian  matrix.

 

Converse:

 

Let i2 A be an i2

 

skew - Hermitian  matrix

 

i.e.                                       i2 A = -[(i2A)~]T

 

           = -[i2
~A~]T 

           = i2[A
~]T

 

i.e. 𝐴𝐴 = [𝐴𝐴~]𝑇𝑇

 

Hence A is i2 Hermitian matrix.

 

3.5.9 Theorem:

 

A is i1i2 Hermitian matrix if and only if i1i2 A is i1i2 Hermitian matrix.

 

Proof:  

Let A be an i1i2 Hermitian matrix therefore

 

𝐴𝐴 = [𝐴𝐴#]𝑇𝑇

 

Now  [(i1i2A)#]T

 

= i1
#i2

#[A#]T                             …[by 3.1.3]

 

                       = (-i1)(-i2)A

 

                       = i1i2A  

⇒ i1i2 A is i1i2 Hermitian  matrix.

 

Converse:

 

Let i1i2
  

A be i1i2 Hermitian matrix

 

i.e.                                      i1i2A = [i1i2A]#

 

             = i1
#i2

#[A#]T 

= (-i1)(-i2)[A
#]T 

= i1i2[A
#]T

 i.e.                                         A = [A] #
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Hence A is i1i2 Hermitian matrix.

Notes
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 It is evident that if A is i1i2 skew-Hermitian matrix then i1i2A will be also i1i2 skew-
Hermitian matrix and vice versa.
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