Abstract- Many forecasting method are based on some notion that when an underlying pattern exists in a data series. That data can be distinguished from randomness by smoothing (averaging) past values. The effect of this smoothing is to eliminate randomness so the pattern can be projected into the future. It goes without saying that when a data is good enough and have nice pattern then forecast could be done more precisely. One of the main objectives for decomposition is to estimate seasonal effects that can be used to create and present seasonally adjusted values. A seasonally adjusted value removes the seasonal effect from a value so that trends can be seen more clearly. My main aim is to choose a best decomposition method and forecast the data more precisely.
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I. Introduction

In many instances the pattern of the data can be broken down (decomposed) into sub pattern that identify each component of the time series separately. Such breakdown of the data can give the better ideas about the understanding the behavior of the series which facilitates improves accuracy in forecasting. Decomposition method usually try to identify two separate useful components of the basic underline pattern that tend to characterize economic and business series. These are the trend cycle and seasonal factors. The seasonal factors relates to periodic fluctuations of constant length that are usually caused by such things as temperature, rainfall, month of the year, timing of holydays and corporate policies. The trend cycle represents the longer term changes in the level of the series. The trend cycle sometime could be separated into two components. These are trend and cycle components. But the distinction is somewhat artificial and most procedures leave the trend and cycle as a single component known as the trend-cycle.

II. Time Series Decomposition

Decomposition assume that the data are made as follows

\[ \text{Data} = \text{pattern} + \text{error} \]

Now it is necessary to mention that the pattern of any data may form trend cycle and seasonality. This means a trend exists when there is a long-term increase or decrease in the data. It does not have to be linear. Sometimes we will refer to a trend “changing direction” when it might go from an increasing trend to a decreasing trend.
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On the other hand a seasonal pattern exists when a series is influenced by seasonal factors (e.g., the quarter of the year, the month, or day of the week). Seasonality is always of a fixed and known period. So we could give a standard form of the decomposition time series on the basis of the pattern of the data.

\[\text{Data} = \text{pattern} + \text{error}\]

\[= f(\text{trend} - \text{cycle, seasonality, error})\]

An element of the error or randomness is also assumed to be present in the data. It is actually the combined effect of the two sub patterns of the series. This means the combined effect of the trend-cycle, seasonality and the actual data. This is often called the “irregular” or the “reminder” component.

It goes without saying that there are several alternative approaches to decomposing a time series all of which aim to isolate each component of the series with great accuracy and precisely. Actually the main substance is to remove the trend cycle and then isolating the seasonal component.

### III. Decomposition Models

As we discussed earlier about the decomposition we could give the following form

\[Y_t = f(S_t, T_t, E_t)\]

Where \(Y_t\) it is the time series value (actual data) at period \(t\),

\(S_t\) Is the seasonal component (or index) at period \(t\),

\(T_t\) Is the trend cycle component at period \(t\),

And \(E_t\) is the irregular (or reminder) component at period \(t\)

There are two common method of decomposition these are
1. Additive decomposition and
2. Multiplicative decomposition

**Additive decomposition:**

A common approach is to assume the addition of seasonal component, trend cycle component and the irregular component.

\[Y_t = S_t + T_t + E_t\]

An additive model is usually appropriate if the magnitude or the span of the seasonal fluctuation doesn’t vary with the level of the series. It actually means when the magnitude of the seasonal fluctuation remain same then additive decomposition is used.

**Multiplicative decomposition**

A common approach is to multiply the seasonal, trend cycle and irregular components together to give the observed series.

\[Y_t = S_t \times T_t \times E_t\]

A multiplicative decomposition is usually apply when the seasonal fluctuations increase and decrease proportionally with increase and decreases in the level of the series. Multiplicative decomposition is more apposite for the economic series because most seasonal economic series have seasonal variation and even it may vary for day, week, and month as well as for year.
Now either choosing an additive or multiplicative decomposition we could use a transformation. When the original data are not additive then logarithm transformation turns a multiplicative relationship into a additive relationship.

\[ Y_t = St \times Tt \times Et \]

Then \( \log Y_t = \log St + \log Tt + \log Et \)

So we can fit a multiplicative relationship by fitting an additive relationship to the logarithm of the data.

**IV. Decomposing Seasonal Data with the Help of Additive Decomposition Model**

To estimate the trend component and seasonal component of a seasonal time series that can be described using an additive model, we can use the “decompose ()” function in R. This function estimates the trend, seasonal, and irregular components of a time series that can be described using an additive model.

We explain it though an example. We are considering a birth time series data of New York.

<table>
<thead>
<tr>
<th>Time</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
</tr>
</thead>
</table>

It is roughly could be mentioned from the above time series data the number of births per month in New York city is seasonal with a peak every summer and trough every winter, and can probably be described using an additive model since the seasonal and random fluctuations seem to be constant in size over time. This means the number of birth in New York per month roughly constant.

To see it visually we could use R program:

```r
birthstimeseries= ts (births, frequency=12, start=c(1946,1))
birthstimeseries
```
plot (birthstimeseries)

Figure : the plot of births time series from 1946 to 1959.

Now it is manifested to us from above figure that the number of birth per month in New York roughly constant but the data is seasonal in peak summer and trough every winter.

Now we estimate the trend-cycle, seasonal and irregular components in order to use additive model . These could be estimated through R programming.

```
Births time series components=decompose(births time series)
```

Now estimated all the components (trend-cycle, seasonal and irregular) are stored into the birth time series components variable.

We can plot the estimated trend, seasonal and irregular components by using R command

```
Plot(Births time series components)
```

Figure : The plot births time series of Time series components

It could be mentioned from the above figure that the estimated seasonal component doesn’t change much over time. The seasonal pattern at the start of the
series is almost same as the pattern at the end of the series. On the other hand trend component shows a small decrease from about 24 in 1947 to about 22 in 1948, followed by a steady increase from then on to about 27 in 1959.

V. Seasonal Adjustment

It is necessary to say that when a seasonal data is subtracted from the main data then the resulting values are referred to as “seasonal adjustment” data. The additive model is given by

\[ Y_t = S_t + T_t + E_t \]

So the seasonal adjusted holds the following form

\[ Y_t - S_t = T_t + E_t \]

This means leaving only trend cycle and irregular component.

And for multiplicative data seasonal data can be found by dividing the main data to the seasonal data. Mathematically it is given by

\[ \frac{Y_t}{S_t} = T_t \times S_t \]

Most published economic data series are seasonally adjusted because seasonal variation is typically not primary interest. The seasonally adjusted data series shows the data after any seasonal variation has been removed.

For an example we consider the previous example of birth time series data.

The seasonal component can be found with the help of R programming. We type simply “decompose ()” in R and then subtract the seasonal component from the main time series data. It is usually done in order to remove the seasonal variation.

Birthstimeseriescomponents=decompose (birthstimeseries)
Birthstimeseriescomponents
Birthstimeseriesseasonallyadjusted=birthstimeseries-
birthstimeseriescomponents$seasonal
Birthstimeseriesseasonallyadjusted

We can plot the seasonally adjusted data in order to see the other components. we can type the following command in R

“plot(Birthstimeseriesseasonallylyadjusted)”

Figure : The plot of seasonal adjusted time series
It is manifested to us that the seasonal variation has been removed from the seasonally adjusted data. It is certainly say from here that the seasonally adjusted data just trend and irregular variation contain. Clearly saying first of all we had observed data, seasonal component, trend component and irregular component. After removing the seasonal variation from the adjusted data we have just trend and irregular component. It can be shown after observing the two figures.

VI. Moving Average Smoother

It is known to all that the trend cycle can be estimated by smoothing the series to reduce the random variation. There are number smoothers are available for reducing the random variation. The oldest and simplest method is moving average that could be used in order to reduce the random variation.

A moving average for m order can be written as

\[ T_t = \frac{1}{k} \sum_{i=-m}^{k} y_t + j \]

Where k is moving average of order k (or MA), k is an odd integer and it is defined as the average consisting of an observation and the m = (k-1)/2 points of either side. Observations that are nearby in time are also likely to be close in value, and the average eliminates some of the randomness in the data, leaving a smooth trend-cycle component. We call this an &-MA meaning a moving average of order &

We explain through an example

Suppose we have sales of detergent (in liters) over three year’s period.

<table>
<thead>
<tr>
<th>Year</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td>1989</td>
<td>266.0</td>
<td>145.9</td>
<td>183.1</td>
<td>119.3</td>
<td>180.3</td>
<td>168.5</td>
<td>231.8</td>
<td>224.5</td>
<td>192.8</td>
<td>122.9</td>
<td>336.5</td>
<td>185.9</td>
</tr>
<tr>
<td>1990</td>
<td>194.3</td>
<td>149.5</td>
<td>210.1</td>
<td>273.3</td>
<td>191.4</td>
<td>287.0</td>
<td>226.0</td>
<td>303.6</td>
<td>289.9</td>
<td>421.6</td>
<td>264.5</td>
<td>342.3</td>
</tr>
<tr>
<td>1991</td>
<td>339.7</td>
<td>440.4</td>
<td>315.9</td>
<td>439.3</td>
<td>401.3</td>
<td>437.4</td>
<td>575.5</td>
<td>407.6</td>
<td>682.0</td>
<td>475.3</td>
<td>581.3</td>
<td>646.9</td>
</tr>
</tbody>
</table>

Now our main purpose is to reduce the trend variation as much as possible. Taking average of the points near an observation will provide the reasonable estimate of the trend cycle at that observation. The average eliminates some of the randomness in the data. It is necessary to know how many data points to include in each average. Suppose we use the average of the three points, namely the observation at which we are calculating trend cycle and the points on either side. Clearly saying if we want to estimate the trend cycle of February month at 145.9 in 1989 then we just consider this value previous values(266.0) and and the next value(183.1) of it. This is called the moving average of order Three.

Mathematically it is given by

\[ T_2 = \frac{1}{3} (Y_1 + Y_2 + Y_3) = \frac{1}{3} (266.0 + 145.9 + 183.1) = 198.3 \]

Generally a moving average of order 3 centered at time t is \[ = \frac{1}{3} (Y_t - 1 + Y_t + Y_t + 1) \]

The 3MA can be determined with the help R programming. But it is bear in mind that first of all data must be read in R. We type the following command for reading as well as for determining 3 MA.

```r
timeseries<- ts(mas, frequency=12, start=c(1989,1))
timeseries
plot(timeseries)
z=mav (timeseries,3)
z.
```
**Figure**: The sales of detergents over three years

The output of 3 MA in R

```r
plot(timeseries, main="detergents sales", ylab="sales", xlab="month")
lines(mav(timeseries, 3), col="red")
```

In the second column of this table a moving average of order 3 providing an estimate of trend cycle.

Notice how the trend (in red) is smoother than the original data and captures the main movement of the time series without all the minor fluctuations. It goes without saying that the order of the moving average determines the smoothness of the trend cycle estimate. It is certainly could be told that the higher order means a smoother curve. So we could make 5 order moving average in order make smoother. For

**Notes**

- [1.] NA
- [2.] 198.3333
- [3.] 149.4333
- [4.] 160.9000
- [5.] 156.0333
- [6.] 193.5333
- [34.] 579.5333
- [35.] 568.8333
- [36.] NA
the 5 order moving average we could determine the trend cycle with the help of R that saves our time compare to other methodology.

We could use the following command in order to see the how the trend look like and the
\[ k = \text{mav(timeseries,5)} \]
\[ \text{plot(k)} \]
\[ \text{plot(mas,main="detergents sales",ylab="sales", xlab="month")} \]
\[ \text{lines(mav(mas,5),col="green")} \]
output of the 5 order Moving average.

![Detergents Sales Graph](image)

**Figure : 5 MA smoother**

[1,] NA
[2,] NA
[3,] 178.92
[4,] 159.42 so it could be mentioned from the above two 3 MA and 5 MA that
[5,] 176.603 MA is smoother leaves too much randomness in the trend cycle .................

Estimate. It could be mentioned that the 5 MA smoother is better.

[34,] 559.22 but the trend cycle is probably smoother for other orders.

[35,] NA
[36,] NA

It should be bear in mind that determining the appropriate length of a moving average is an important task in decomposition method. As a rule a larger number of terms in the moving average increase the likelihood that randomness will be eliminated.

**VII. Conclusion**

Time series data can exhibit a huge variety of patterns and it is helpful to categorize some of the patterns and behaviors that can be seen in time series. It is also sometimes useful to try to split a time series into several components, each representing one of the underlying categories of pattern. Decomposition often plays the vital role to make time series better as well as improve the forecast.
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